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Linear Algebra — Il

(Matrix Eigen Value Problems)

9.1 : The Characteristic Equation of a Matrix
Definitions : Let A be any nth order square matrix and ), some scalar,
(a) Characteristic Matrix

The matrix (A —Al) is called the characteristic matrix of A (where I is a unit matrix of order n).

ag—A  a, ... a,
a ay — A a
21 22 2
A-A= !
a, a,, e —A

(b) Characteristic Polynomial

The determinant |A — Al| when expanded yields a polynomial ¢(A) of degree nin ), and
is called the characteristic polynomial of the matrix A.
(c) Characteristic Equation
The equation ¢(A) =|A —Al|=0 is called the characteristic equation of matrix A.
(d) Characteristic Roots
The roots of a characteristic equation |A —Al|=0

ARy A, (say) are called characteristic roots of the matrix A. Characteristic roots

are also called latent roots or eigen-values.
(¢) Spectrum. The set of characteristic roots of a matrix A is called the spectrum of

matrix A .
2 -1 1
Example — 1 : Find the characteristic polynomial of the following matrix 23 .
-2 1 2

Solution : Characteristic matrix of any matrix A is given by A — Al .
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2 -1 1 100 2-2 -1 1
A-Al=1 2 3|-A|01 0= 1 2-A 3
-2 1 2 001 -2 1 2-A
The characteristic polynomial is |A — Al
2-x -1 1
[A-All=] 1 2-2 3
-2 1 2-A
=2+ 607 — 120 +15-
8 -6 2
Example — 2 : Find the characteristic roots and spectrum of matrix A=|-6 7 -4
2 -4 3

Solution : Characteristic matrix is A — Al

9.2:

&8 -6 2 100 8—1 -6 2

A-Al=|-6 7 -4|-A01 0| =|-6 7T-14 -4
2 -4 3 001 2 -4 3-2
Characteristic equation in |A —Al|=0
8- -6 2
ie, |6 7-A» 4|=0
2 4 3-

U

o182 +450=0 = AMA-18L+45)=0

AMA-15)(A-3)=0

= A=0, 3, 15.Hence the characteristic roots of A are 0, 3, 15 and the spectrum is
{0, 3, 15}.

Eigen Values & Eigen Vectors

U

Let A= [aijjﬂ be a m X n matrix.

Consider the vector equation AX = AX ............ (1)

Where ), may be real or complex : Here the zero vector x=0 is a trivial solution of (1).

The value of ) for which (1) has a solution x = ( is called the characteristic value or eigen
value of the matrix A and the corresponding solution x = ( of (1) are called eigen vectors or
characteristic vector of A corresponding to the eigen value ), .

The set of eigen values are called spectrum of A. The largest of the absolute values of the eigen
values of A is called the spectral radius of A.

The problem of determing the eigen values & eigen vectors of a matrix is called an eigen value
problem.

How to solve :

Let A= [aijjﬂ be a square matrix.
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Consider the characteristic matrix as (A —AI) where I is an identity.
2. Write the charateristic equation as det (A —AI)=0

Solving the characteristic equation we can fixed the valus of A, called the eigen values.
Let, A, A, A, be the eigen value of A.

4. Corresponding to A;,A,,A; we can find there eigen vectors satisfying
Ax =\ X, Ax =2, X & Ax=A;x respectively.
Important properties of Eigen Values

Theorem —1 : (a) The product of the eigen values of a matrix A _ is equal to its determinant.
(b) The sum of the eigen values of a matrix is the trace of the matrix.

Proof : @ If AL A, , A, aren eigen values of A
[A=AD) =(=D"A=2)A=21y)...(A=1,)
Put, A=0,
A= (=D)".(-X D)(=Xy).cc. (=1,) =(=D".(=D". XAy A,
=D)AL A A
=N Ay Ay

From this result, we can say that a matrix is singular if it has at least one zero eigen value and
non singular if all its eigen values are non-zero.

a; —A ap a3
[A-Al=0=| a, ay, — A ay3

as3 as ay; — A

= A +2%(a;, Fay +853)0= 0 e @)
If A,A,,A; be the eigen values of A, then

A =M= (=1’ =2)(A = 2y)(h=23) =0

= A HN O A Ay +R3)= 0 e, (ii)
.. Comparing (i) and (ii), we get
AM+Ay+A;=a;,+ay +as

1
Theorem — 2 : If ), is an eigen value of a matrix A, then x is the eigen value of A~

Proof : If x be the eigen vector corresponding to eigen value ), , then
Ax=x
Premultiply both sides by A-!.

A (Ax)= A ()= (47 4).x=247"x
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= %.X:A’lx = is an eigen value of A-1.

In general,
If A,A,,...A, bethe eigen values of A then

1

1
o »E» """ 5 be the eigen values of A-!.

n

Theorem —3 : IfA be an eigen value of a matrix A then A™ be aneigen value of a matrix A™,

(m > 0).
Proof: If x be the eigen vector corresponding to the eigen values A, then
Ax=Ax ......... (1)
Premultiply by A on both sides,
A.(Ax)= A(\x)
= (A A)x=rAx = 4% = Ax by ()
- Azx — 7\’2x ................. (11)

Again pre - multiply by A both sides,
A(A*x = A.(WPx) = (4. 4%).x = 2. Ax
= Ax=Nxby() = £x=nx

Similarly, 4™y =)™y which shows that 3™ is the eigen value of A™ (m > 0)
In general,

If X,A,,.....A, by the eigenvalues of A, then XT,A7,.....A7 be the eigenvaluesof A™ (m > 0).
Theorem —4 : If A be an eigen value of a non -singular matrix A, show that |A|/A is an eigen
value of the matrix adj A.
Proof : If x be the eigen vectors corresponding to the eigen value j then
Ax =2Ax
Pre-multiply both sides by (adj.A).

(adj A).(Ax)= (adj A) (Ax)
= (adi A).(A)x=M\(adj A).x
— |A.Ix=Wadj A)x (= (adj A) A =|ALT)

= %.xz(adj A).x

A
which shows that % is the eigen value of adj A.

Theorem —5: (a) A is characteristic root of a matrix A, iff there exists a non-zero vector X such
that AX =AX.

Proof : Let A bean n X nmatrix . If ), be a characteristic root of A, then |A —Al|=0
that is , the characteristic matrix (A —AI) is singular.
Hence there exists a non-zero solution of the system

(A-AD)X=0 or, AX=AX.
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(b)

Conversely, let there exist a non-zero vector X such that

AX=A1X.
Thus there exists a non-zero solution of the equation
(A-ADX=0.

Therefore the coefficient matrix (A —AI) must be singular.
This implies that |A —AI|=0
that is, A 1is a characteistic root of the matrix A.

Corresponding to an eigen value of a matrix there will correspond different eigen vectors
of the matrix but corresponding to one eigen vector of a matrix there cannot correspond
more than one eigen value of it.

Proof : Since the system of equations. (A —A)X =0

©

is homogeneous, it is obvious that, if X be an eigen vector of A, then X , where k(= 0) is any
scalar, is also an eigen vector of A corresponding to the same eigen value.

Let X(0) be the eigen vector of a matrix A corresponding to the eigen value A . Then X
satisfies the equation.

AX=21X.

Let k be any non-zero scalar so that k X # 0 [by (1)].

Now A(kX)=k(AX)=k(AX) =MkX).
Thus the non-zero vector kX satisfies the equation (1). Hence kX is also an eigen vector of the

matrix A corresponding to the eigen value A .
Thus there are more than one eigen vector of A corresponding to the same eigen value of A.

On the other hand, if A, and A, be two eigen values corresponding to the same eigen vector
X of A, then AX=A,X and AX=2,X

thatis, A, X=A,X or, (A, —A,)X=0.
But X =0, therefore A, =2,.

Thus the eigen vector X of a matrix A cannot correspond to more than one eigen value of A.
Two eigen vectors of a square matrix A over a field F corresponding to two distinct eigen
values of A are linearly independent. [B.PUT. - 2013

Proof : Let X, and X, be two eigen vectors of A corresponding to two distinct eigen values A, and

A, respectively. Then AX, =1, X, and AX, =4,X, .cccenenee. (1)

Let us consider the relation a,X; +a,X, =0........... 2

where a, and a, are scalars.
Then we have a AX, +aAX =0 .......... 2)

or, a; M X, +a,A,X, =0, from (1).

Also  aA X, +a,A X, =0, from (2).
Subtracting, a,(A; —4,)X, =0.
This gives a, =0,since A, —A,#0 and X, #0.
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Similarly it can be shown that a, = 0, which proves that X, and X, are linearly independent.

In general, a set of eigen vectos of an nxn matrix A, one each corresponding to different eigen
values of A, is linearly independent.

(d) The eigen values of a unitary matrix are of unit modulus.
Proof: Let A be a unitary matrix, so that A°A =1
where we denote the transpose conjugate of A by A°.
If X be the eigen vector of A corresponding to the eigen value A , then we have

AX = AX e @)
Taking transpose conjugate of both sides of (2), we get
[AX]®=[ Ax]®

or, XPA®=-)X° .cc..... ?3)
From (2) and (3) , we have
XOAPAX = 1XOAX
or, X°(A®A)X=rrX®X
or, X°IX=AX®X
or, (1-A)X°X=0
Now, since X®X # 0, from (4) , we have )) =1
that is , |A]*=1, giving |A|=1
(e) The eigen values of a real symmetric matrix are real.

Proof : Let A be an nxn real symmetric matrix. Assume that some of the eigen values ), of A are

complex numbers. Then, for the nxn identity matrix I, we have |A —Al|=0
Therefore there exists a non-null solution X, of the system of homogeneous equations

(A-ADX=0
o, (A-ADX,=0 or AX,=AX,.
Taking transpose of the conjugate, we have
[AX,]" =DX, ]
or, X_IT ToAX Xl or X_ITA:XX_IT
as A is real symmetric, therefore A_T =AT=A
Multiplying from the right by X, , we get
X,'AX, =2X,"X, or X,"AX,=1X,"X
or, AX,'X,=1X,"X, or A -1)X,"X,=0
Now X is a non-null matrix
Therefore X, X, #0
Hence, ) — ) =0, thatis, j} =)

Therefore A is purely real. This proves the theorem.
Cor. The eigen values of a real skew symmetric matrix are either purely imaginary or zero.

(Here AT=AT=-A).
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\
The eigen values of a skew - Hermitian matrix are either purely imaginary or zero.

Proof : Let A be a skew-Hermitian matrix so that iA is a Hermitian matrix. If X be the eigen vector of

()]

A corresponding to the eigen value A, then we have
AX=2X
or, I(AX)=i(X)
or, (1A)X=(ir).X
Thus iA is an eigen value of the matrix iA. But iA is a Hermitian matrix. Hence the eigen values
of iA are all real . Therefore A is either purely imaginary or zero.

The eigen vectors coresponding to two distinct eigen values of a real symmetric matrix
are orthogonal. [B.PU.T. - 2011

Proof : Let A be a real symmetric matrix. Let X, and X, be two eigen vectors of A corresponding to

(h)

two distinct eigen values A, and A, . Hence we have
AX, =1 X, and AX, =1,X,. e (D)
Now , since  AX, =14,X;, we have [AX,]" =4,X,",A being real that is , X,"A =4, X,"
since A =A", A being symmetric.
Post - multiplying both sides by X, we get
X,"AX, =1, X,"X,
o, X", X,=4X"X,. by (1)
or, (A —%y)X,'X, =0.
But A, #4,; therefore X,"X, =0,
thatis, X, is orthogonal to X, , since X, #0.

The eigen values of an n x n matrix A and P'AP are the same where P is an n X n non-
singular matrix.

Proof : Let B =P!AP, where P is an invertible matrix.

(@)

Wehave B_)\I=P'AP-AL

Now P'(AD)P = AP 'IP = AL
Therefore B-AI=P'AP-P'(ADP =P (A -AD)P
Hence |B—AIl=P"||(A —AI||P|, where |A|=detA

~[P~!|[Pl|A — 1] =|P~'PI|A — Al
=[I|JA - Al] =|A - Al
Thus the matrices A and B have the same characteristic polynomial and hence they will have

same eigen values.
The eigen values of an orthogonal matrix are of unit moduls.

Proof : Let A be an orthogonal matrix defined over the field F. Then

ATA=1 (1)
where AT is the transpose of A.

Let A be an eigen value of A, x being the corresponding eigen vector. Hence
AX=AX .. 2
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/
Taking transpose of both sides of (2), we get

[AX]" =[AX]'
or, XTAT =2x™. ... 3)
From (2) and (3), we have
XTATAX = AX"AX
o, X'(ATA)X=mX"X or XTIX=22X"X,by (1)
Therefore (1-22)X"X =0
Now X being the eigen vector, X and xT are non-zero vectors.
Hence 1-=22=0
or, )?=1,giving |A|=1.
(j) If Abe square matrix, then the sum of the characteristic roots of A is equal to the trace of

A.
Proof : Let A be the squre matrix [a;] of order n. Then we have

T,(A)=) a,
i=1
Ifa, o, ...., o be the characteristic roots of A, then
[A-M=-D"A-opAr-ay)e.(h—0a,)) . €))

n-1
The coefficient of ) ! in |A —Al| is (=D zaij
i=1

and the coefficient of 32! on the right-hand side of (1) is (—1) “Hzaij

i=1

Therefore (1" D a; = (D™D a,
i=1

i=1

which gives T,(A)=) a;=> o
i=1 i=1
(k) IfAis an eigen value of A, then A? is eigen value of A%
Proof : Let A be an eigen value of A. .. AX = AX.
Where X is an non-zero column matrix.
Now AZX = A(AX) = A(AX) =AAX = AMAX) =A2X
Hence A? is an eigen values of A.

Illustrative Examples

1 0
Example —1 : Find the eigen values and eigen vectors of the following matrix [0 _3}

1 0 .
Solution : Let, A = {0 3} be a matrix of order -2
TPl

Consider the characteristic equation
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det(A — AI) = 0
1-A 0
‘ 0 -3-2
— A=1and A=-3, are the eigen values of A.

Hence the spectrum of A is {4, -6}
To find the eigen vector A, =1

‘:0 — (1=1) (=3-2)=0

Let X=(x x,)’ =0 be aeigen vector cover to eigen value A, = 1
= (A-AM)X=0

1-1 0 Y x 0 0 0}x 0
= = = =
0 -3-1)x, 0 0 —4)x, 0
=0x+0x,=0..(1), 0.x,—4.x,=0...(2)
= equation (2)= — 4x,=0 = x,=0 =>x=1

1
(x.%,)" = (%,0)" =x,(1,0)7 .. aneigen vectoris X = {0}

[I,O}IT is a eigen vector of A corresponding to the eigen value A, = 1 and so also any constant

multiple of [I,O}IT.
To find the eigen value A, =—-3
Let x = [x,,x,]" to be a eigen value of A corresponding to the eigen value A, = —3

= (A-M1)x=0
1+3 0 X 0
= [0 —3+3)[x2J=[OJ
4 0)(x 0
= o o))
= 4=0=>x=0=x~1

[x, xz]T =[0 xz]T =x,[0 I]T

1
", an eigen vector is X = {0}

Here [0 I]T is a eigen value of A corresponding to the eigen value A, = —3 and so also any
constant multiple of [0 1]

Therefore the desired eigen values are 1 and — 3 and the corresponding eigen value are [1 0]"

& [ 01]" and so any constant multiple of the eigen vectors.
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0 i
Find the algebraic and the geometric multiplicities of the eigen values.
-
0 i-A

Therefore, the eigen values of A are 1 andi. These are simple eigen values, their algebraic
multiplicaties being 1.

01
Example -2 : Find the eigen values and eigen vectors of A = { }

Solution : Here |A — All= =0 gives (1-A)i—-X)=0.

X
Let corresponding to the eigen value 1, the eigen vector be X = { 1} .
Xy

Now X will be given by a non-zero solution of the equation (A —1.1)X =0 , which gives

o L)l

Here the rank of the characteristic matrix is 1 and the equations will have 2 — 1=1
independent solution. Thus the geometric multiplicity is 1.

Thus x, =0 and x, =k , where k is any non-zero number.

Therefore, X = Ej where k =0 , is the eigen vector.

x
Similarly, for the eigen value i, we have (A —il)X =0 where X = [ 1} .

X
1-i 0] [x 0] o (d=i)x | |0
Thus 0 0||x, = 0 that is , 0 “lol-

Here the equations will have one independent solution.
Thus x, =0 and x, =c, where is any non-zero number.

Therefore X = {0} is the eigen vector, where ¢ =0 .
c

Here we see that, for both the eigen values,

algebraic multiplicity = geometric multiplicity .

Example — 3 : Find the eigen values and the corresponding eigen vectors of the matrix

6 -2 2
-2 3 -1
2 -1 3

Find the algebraic and the geometric multiplicities of the eigen values.
Solution : Let A be the given matrix. We have

6-2 2 2] J6-=» =2 0] |- =2
A—M|=| =2 3-% -l|=| -2 3-% 2-Al=| 4 4-2
2 -1 3=A |2 -1 2-a |2 -1 2-a

(- C>CC)

oS O

(R,»R-R))
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6- X\
:(2-7»)‘ B = (2= =101 +16) = —(A —2)* (L —8).

4— K‘
Thus the characteristic equation of the matrix Ais |A—Al|=0, thatis, () — 2)2 (L-8)=0
Hence the eigen values of A are 2, 2 and 8.

The eigen vector of the matrix A corresponding to the eigen value ), is given by the non-zero
solution of the equation

A-ADX=0 .ccceveee. D
6-2 -2 2 | x X,
For A=2,Wehave | -2 3-2 -1 x, |=0,where X = x, is the eigen vector
2 -1 3-2] x; X,
4 2 2x 2 1 -1x
o, |2 1 —1jx|=0 or 4 -2 2|x,|=0 (< R;oR,)
12 -1 1 |x 2 -1 1| x

(2 1 -1]x] [0
0 0 0]x|=|0
0 0 0]x] [0]

Thus the rank of the characteristic matrix is 1 and hence the equations have 3 — 1 = 2 linearly
independent solutions.

or, ("R, >R, +2R, and R; > R;+R))

=2x, + X, — X, 0
From above, we have 0 =10
0 0

Or, —2x +x,-x=0

1 -1
Two independent solutions are X, =(2| and X, =|0
0 2

Every non-zero multiple of these column vectors is an eigen vector of A corresponding to
the eigen value 2.
For A = 8, substituting in (1), the corresponding eigen vector is given by

[6-8 2 2 |[x -2 2 2][x
-2 3-8 ~1 ||x,(=0 o |2 =5 -1||x,[=0
| 2 -1 3-8||x 2 -1 =5||x
(2 2 2][x
or, 0 -3 3||x|=0 (“"R; >Ry =R, Ry > R; =R, +2R,.)
10 0 0]|x
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Thus the chracteristic matrix is of rank 2 and hence the number of independent solutions
of the homogeneous equtions will be 3 — 2=1.

=2Xx; — 2%, +2x,4 0
Then we have -3x, — 3%, =0
0 0

The equations are —2x, —2x, +2x; =0 and —-3x, -3x;=0.

These give x, =—x;

X, X
or, _—21=T3 =k (say) or, x,=—k x;=k.
Then we have x, =2k .
X _Xo _ X3

Therefore — =—"=—".

erefore —-=",="

2

Hence x; =| —1| is an eigen vector of A corresponding to the eigen value ) =§.

1

Any non-zero multiple of this column vector is an eigen vector of A corresponding to the eigen
value 8.

We see that 2 is an eigen value of algebraic multiplicity 2 and for that we have two linearly
independent solutons.

Thus, for ), =2, algebraic mutiplicity = geometric multiplicity = 1.

Therefore in both cases the eigen value is regular.

9.3 : Characteristic Vector or Eigen Vector

Any solution of the equation AX = )X, other than X = 0 corresponding to some particular value
of A is called the Eigen Vector or Characteristic Vector.
Theorem — 1 : Prove that a characteristic vector X of a matrix A cannot correspond to more

Proof :

than one. Characteristic value of A.
Let us suppose that the characteristic vector X is corresponding to two characteristic values

A, and A, , then

AX =7, Xand AX=7A,X .. (1)
From (1) and (2), .. (2)
= MX=AX = M X-A,X=0
= A -2)X=0= (A, —-2,)=0

or A =2,.

Theorem — 2 : Prove that any square matrix A and its transpose A have same eigen values.
Proof : Characteristic equation of A is

a—A 8y ... ap
a ay, —A a
21 2 2
|A —All= =0
a, Ay e gy —A
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Characteristic equation of A,

ag—A  ay v Ay
a a A a
12 2 2
|[A'=Al|= =0
a, Ay, e Ap, —A

But |A'|5A| = |[A-Al=A"—A]
= Characteristic equation of Aand A’ are same.
Theorem — 3 : Prove that the matrix A and B-'AR have the same latent roots.

Proof : The matrices A and B"'AB will have same latent roots if their characteristic equations are
same.

Let B'AB=C

Then characteristic equation of B™'AB can be written as
C-Al=B"'A.B-Al =B'AB-B'ALB=B'(A-AI)B
|C-All=|B'(A-ADB

=|B™'|A~All[B] =|A~AI)B™|[B]) =|A-All(B"B|) =lA-All [I] =|A -]

i.e, C and A have same characteristic equations and thus same latent roots.

Some Results

1. If there is n distinct eigen values of A, we get n linearly independent eigen vectors.

2. If two or more eigen values are equal, it may or may not be possible to get linearly independent
eigen vectors corresponding to the repeated eigen values.

3. Eigen vector x, corrsponding to a eigen value A; is not unique but it can be one of the vectors cx,
(cis a scalar) .

4. An eigen vector cannot correspond to two different eigen values.
5. If x, and x, are the eigen vectors corresponding to distinct eigen vlaues of a real symmetric
matrix of order three, then the cross product of x, and x, is the third eigen vector.
6. The matrix [A —AI] is singular.
7. If A,A,,....A, be the eigen values of A and K is a scalar then
(a) the eigen values of KA are KA,,KAi,,....KA .
(b) theeigen values of A +KJ are A, tK, A, £K,....,A £ K.
Illustrative Examples
1 2 3
Example — 1 : Find the eigen values of the matrix |0 -4 2
0o 0 7
1 2 3
Solution : Let A be an eigen valueof A= |0 —4 2
0 0 7

.. Characteristic equation of Ais [A— Al =0
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1 2 3 1 0 0] [1-2 2 3
Here A—AI=|0 —4 2[-1{0 1 0|=| 0 —-4-21 2
0 0 7 00 1 0 0 7-A
1-% 2 3
Now |A-A=0 = |0 -4-% 2 [=0
0 0 7-2

Expanding along C, we get (1 -A) (4 -2)(7—-2) =0
= A =1, -4, 7 are the eigen values of matrix A.

1 0
Example — 2 : Find the eigen values and eigen vectors of the matrix A=|1 2
2 2

Solution : The characteristic equation of matrix A is |[A— Al =0

1 0 -1 1 00 I-» 0 -1
Here A-Al=|1 2 1|-A|0 I O|=| 1 2-A 1
2 2 3 0 0 1 2 2 3-i

I-A 0 -1

Now A-M=0 =| 1 2 1 |=0 Expanding along R,
2 2 3—-A

= 1-MD[Q2-AN)B-A)-2]+0-12-4+2)0)=0
S (1-AN)@-5A+A)+2-2A=0=4-5A+ A2 —4A+ 5 A2 - A +2-2A=0
= A+ -1IA+6=0 =AM -6A*+11A-6=0
Clearl A = 1 satisfies it.
Dividing A* — 6A? + 11A — 6 by synthetic division, we get

A-1)(A*-5A+6) =0

= A =1,23
11 -6 11 -6

1 -5 6

1 5 6 |o

Hence eigen values of A are 1, 2, 3.
xl 1
For A=1, Let X, =| y, |# 0 be the eigen vector of A.
Z

Then (A—AD)X, =0 = (A-) X, =0

00 —1][x] [o 0 0 —1][x
= |1 1 1||y|=|0]=]1
22 2|z |0 0

oS =
O =
N

I
o O O
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Operating R, — R, — 2R, we get
= x~=0andx +y +z =0= x,=0andy=-z =1 (say)
0
= X=|1 |is an eigen vector of A corresponding to A = 1.
-1
X5
For A =2, let X, =| y, |# 0 be an eigen vector of A.
Z
A-AD)X, =0 =(A-2DX,=0
-1 0 -1||x, 0 0 0 Offx, 0
:>101y2=0:>101y2=0
2 2 1|z 0 2 2 1|z 0
Operating R, — R, + R, we get
= x,+z,=0and 2x, + 2y, +2z,=0
= x,=-z,=2(say) ..22)+2y,-2=0=y,=-1
2
X, =| 1] is an eigen vector of A corresponding to A = 2.
-2
X3 |
For A =3, let X, =| y, |# 0be an eigen vector of A.
Z3
(A-ADX,=0=(A-3D)X,=0
-2 0 -1][x] [0 0 -2 1][x] [0
I -1 1 ||y|=|0 1 -1 11||y;|=|0
22 0]z 0 0 4 -2||z 0
Operating R, = R, + 2R, and R, — R, — 2R, we get
Operating R, — R, + 2R,
0 -2 1][x 0
1 -1 1|y |=|0
0 0 O}z 0

= 2y, tz,=0andx,—y,+2,=0=2z=2y,=2(say) =y, =1,2,=2
x,-1+2=0x,=-1

-1

X5 =| 1 |is eigen vector of A corresponding to A = 3.

2




